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ination, leading to misunderstandings and
distrust¹; the widespread application of AI
imposes new requirements on workers, poten- 
tially causing structural unemployment²; with 
technology and data concentrated in the hands 
of a few countries, further widening the 
North-South divide. In terms of safety, AI’s 
content generation and output capabilities may 
manipulate public opinion, create falsehoods 
and deception, causing harm to individuals or 
groups³; powerful AI may be abused, misused or 
misapplied, for example it may increase the risks 
of cyberattacks and bioterrorism⁴, pose humani-
tarian challenges in military operations, and 
exacerbate privacy violations and copyright 
infringements, etc. Furthermore, malfunctions 
or loss of control of AI systems themselves may 
also create risks. These challenges and risks 
present new difficulties for achieving sustain-
able development goals.

In summary, the rapidly developing AI is 
reshaping human society with unprecedented 
depth and breadth, making the urgency of its 
governance increasingly prominent. Only by 
properly managing AI risks can humanity safely 
and fully benefit from it⁵. The core of AI gover-
nance lies in achieving a dynamic balance 
between maximizing technological dividends 
and minimizing social risks through institutional 
frameworks, ensuring that AI is used for good 
while preventing misuse, abuse and malicious 
use. This is not only the safety bottom line to 
prevent technological alienation, but also the 
value cornerstone to ensure that AI always 
serves the progress of human civilization and 
the well-being of society and its ecological 
systems⁶.









Figure 3：The proportion of literature on AI for the 17 SDGs¹². 

AI possesses immense potential to propel the 
advancement of the Sustainable Develop-
ment Goals on a global scale. The 17 SDGs 
encompass 169 sub-targets¹, while research 
indicates that AI is expected to facilitate 79% of 
the SDGs, covering 134 specific targets. Among 
them, 82% of social objectives, 70% of economic 
objectives, and 93% of environmental objectives 
may benefit from AI technologies. Within the 17 
SDGs, AI demonstrates particularly prominent 
potential for SDG 1, SDG 4, SDG 6, SDG 7, SDG 9, 
SDG 11, SDG 14, and SDG 15².

The current research of AI in the SDGs has 
made widespread progress. Research shows 
that there is a general correlation between 
various fields of AI and each SDG. 52.6% of 
highly cited AI literature makes a positive contri-
bution to at least one SDG. Among all the permu-
tations and combinations of research fields and 
SDGs, 91% of the combinations have highly cited 
papers³. As shown in Figure 2, AI research across 
various fields demonstrates significant contribu-
tions to Good Health and Well-Being (SDG 3), 
Quality Education (SDG 4), Industry, Innovation 
and Infrastructure (SDG 9), and Partnerships for 
the Goals (SDG 17), with particularly notable 
impacts from technical domains like image 
processing and natural language processing. 
Even in less-studied areas, AI plays distinctive 
roles. For instance, data analytics and remote 
sensing technologies can identify impoverished 
regions for targeted interventions⁴, thereby 
advancing No Poverty (SDG 1). Research on 
gender bias in word embeddings⁵ enhances 
machine learning transparency, advancing 
Gender Equality (SDG 5). Machine learning appli-
cations in water quality monitoring⁶, facilitate 

the implementation of Clean Water and Sanita-
tion (SDG 6).

In terms of application and practice, in the 
environmental field, the report “Towards a 
Coordinated Global Approach to AI Environmen-
tal Sustainability Standardization”⁷, released 
during the AI Action Summit, focuses on stan-
dardization and best practices for using AI to 
enhance environmental sustainability. In the 
medical field, the ITU selected 53 practical cases 
from 19 countries in its 2024 AI for good case 
study collection⁸, demonstrating the significant 
role of AI in healthcare services, diagnosis, and 
treatment innovation. In the agricultural sector, 
AI has played a key role in crop management, 
agricultural equipment maintenance⁹, and 
market decision-making, significantly improv-
ing agricultural productivity, optimizing 
resource utilization, and promoting environ-
mental management¹⁰. Statistics from AI for 
Sustainable Development Goals (AI4SDGs) Think 
Tank¹¹ show that more than 400 cases from 57 
countries comprehensively cover all 17 SDGs.
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First, high-quality data, as the core resource for 
AI training, is difficult and costly to obtain. 
Second, computing power is the foundation of 
AI, and developing countries struggle to afford 
the high investment required for advanced com-
puting infrastructure. Third, disparities in algo-
rithm development capabilities are creating 
generational gaps in core AI technologies, while 
the decision-making mechanisms of algorithms 
raise the cognitive threshold for the public. 
According to a report by the United Nations and 
the International Labour Organization³, on one 
hand, AI has intensified divisions among social 
groups: workers with AI skills enjoy higher wage 
premiums⁴, while low-income groups, lacking 
digital literacy, are excluded from technological 
dividends, exacerbating income inequality and 
structural unemployment risks. On the other 
hand, regional development gaps continue to 
widen due to technological monopolies: some 
tech companies and early-adopter countries 
leverage their accumulated computing infra-
structure and data resources to gain strong com-
petitiveness in algorithm model development. 
Meanwhile, many developing countries, 
constrained by weak technological foundations 
and limited access to resources, face challenges 
in their technological upgrading processes.

Bridging the digital divide is a core issue and 
major challenge for sustainable develop-
ment. Reports from the United Nations indicate 
that beyond the digital access gap, the digital 
world also faces data divides and innovation 
divides, with these digital inequalities reflecting 
significant governance disparities¹. The digital 
divide directly constrains the achievement of 
multiple goals including No Poverty (SDG 1), 
Quality Education (SDG 4), and Reduced 
Inequalities (SDG 10). In response, the United 
Nations has incorporated bridging the digital 
divide into the global governance framework 
through initiatives such as the “SDG Digital 
Acceleration Agenda”².



At the same time, AI also offers the possibility 
of leapfrog development, providing opportu-
nities to bridge the digital divide. Digital litera-
cy and open cooperation are crucial for narrow-
ing the digital divide¹. On one hand, AI technolo-
gy reduces the cost of education and informa-
tion dissemination, enabling underdeveloped 
regions and disadvantaged groups to access 
cutting-edge digital knowledge and skills, there-
by improving digital literacy. On the other hand, 
through open-source communities and ecosys-
tem building, AI helps break the technological 
monopolies of developed countries and certain 
corporations, allowing developing countries to 
share the benefits of digital technology develop-
ment and promoting inclusivity and equity.

The emergence of AI has triggered a shift from 
the digital divide to the AI divide. AI divide 
represents a new form of the digital divide. At 
the technical level, barriers arise from the acces-
sibility of algorithmic tools and the ability to 
acquire data resources. At the cognitive level, 
there is a significant disparity in public under-
standing of how intelligent technologies operate 
and their societal impacts. At the level of intelli-
gent participation, environmental factors such 
as algorithmic bias and technological monopo-
lies further marginalize disadvantaged groups. 
In essence, under the influence of AI, the digital 
divide is no longer just a gap in hardware and 
skills but also a gap in environment and literacy. 
Promoting inclusive and equitable AI to enhance 
public awareness, understanding, and participa-
tion in an intelligent society is crucial for bridg-
ing this new form of digital divide.



To address this, it is essential to jointly establish 
inclusive technology communities and ecosys-
tems that lower barriers to R&D and application, 
enhance open collaboration, and encourage 
active participation from countries in the Global 
South in AI development, deployment, and 
governance. Meanwhile, a broadly participatory 
AI ecosystem can ensure that countries in the 
Global South gain greater influence in data 
collection, technological innovation, and algo-
rithm training, thereby reducing biases and 
discrimination stemming from underrepresent-
ed training data, narrowing the digital divide, 
and advancing sustainable development on a 
global scale.

Open Resource serves as the core driving 
force and practical pathway for the develop-
ment of AI ecosystem. In the era of generative AI, 
the definition of open source has gradually evolved 
into open resource⁴ , which may not only manifest 
as the opening of source code but also include the 
opening of resources such as data, algorithms, 
models, standards, knowledge, and content⁵. 
Open Resource practices represented by Deep-
Seek effectively promote independent innovation 
and technical exchange through the open sharing 
of core technologies, enabling global developers 
to jointly participate in the evolution of cutting-edge 
technologies⁶. Open model communities such as 
ModelScope and Hugging Face significantly lower 
the threshold for technology application and 
cultivate transnational developer communities by 
providing diverse foundational models, toolchains, 
and collaboration platforms. The ecosystem 
expansion effect brought about by Open Resource 
collaboration has penetrated key areas such as 
government affairs, education, and healthcare, 
forming diverse solutions with regional adaptabili-
ty. This inclusive technology model creates a virtu-
ous cycle of economic and social value by 





远期人工智能搭建智联文脉平台，编织连接历史创
造未来的全球文化网络³

智联文脉是一个AI驱动的全球文化分析、链接

和互动系统平台，旨在深入探索和连接世界各地

的物质文化遗产、非物质文化遗产和其他文化内

容。智联文脉的数据引擎涵盖了来自172个国家的

文化数据，包括所有联合国教科文组织世界遗产

名录中的遗产地，并扩展到1,725项物质文化遗

产，以及10,565项非物质文化遗产。 

芬兰人工智能中心：构建全民AI素养的多层次教育
生态 ⁴

芬兰人工智能中心（FCAI）通过构建多层次的

教育与普及生态，构建了从入门慕课“人工智能基

础（Elements of AI）”，到AI伦理与社会影响课程，

再到Python技术培训的阶梯式知识体系，已覆盖

全球55万学习者并获评全球最佳慕课。同时，FCAI

开 展 机 器 人 编 程 俱 乐 部 和 校 园 合 作 培 养 青 少 年

AI兴趣。其以人为本的伦理导向和多层次全年龄

的课程体系奠定芬兰在负责任AI普及领域的突出

地位。

（四）AI赋能弱势群体促进社会公平（目标3、
目标5、目标10）

腾讯红雨伞计划：AI赋能守护女性健康⁵

红雨伞计划通过AI技术精准赋能宫颈癌早期

筛查和诊断。通过AI辅助诊断系统实现自动标记宫

颈可疑病变区域并生成可视化诊断建议。该计划

帮助基层医生快速锁定风险点，大幅提升偏远地

区早期筛查效率。在基层医疗能力建设层面，依托

AI驱动的智能培训系统，通过游戏化模拟操作场景
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术推动当地文旅发展，并在项目实施过程中，向村

民们宣传和普及AI技术应用，消减少数民族地区的

教育鸿沟。

星辰MaaS平台：推动行业客户智能化转型和大模型
技术产业化落地¹ 

中国电信与企商在线、浪潮、科大讯飞、智谱

华章、百川智能等合作伙伴联合发布星辰MaaS平

台，为行业客户提供了从评估、选择、部署到应用

的全流程大模型解决方案。该平台整合了自研和

生态等多家大模型伙伴资源，支持多云算力调度、

大模型选配和应用场景创新，帮助用户轻松实现

大模型的选型与部署。星辰MaaS平台通过端到端

服务模式，赋能多行业智能化转型，推动大模型技

术的产业化落地。

（六）AI赋能可持续生态与合作平台（目标9、
目标17）

阿里云魔搭社区：搭建开源普惠的AI生态 ²

阿里云联手中国计算机学会开源发展委员会

于 2 0 2 2 年 1 1 月 共 同 推 出 A I 模 型 社 区“ 魔 搭 ”

（ModelScope）。魔搭社区是基于MaaS（Model 

as a Service）理念，面向模型探索、环境安装、推

理验证、训练调优全周期，开源模型相关技术及服

务。提供超15000个优质AI模型，全面覆盖各个模

态各个主要领域，汇聚了600万开发者，累计模型

下载量超过一亿次，成为LlaMa，Stable Diffusion，

Qwen等国内外先进大模型的开源首发平台。

¹

²

³

⁴



(c) Exploring Principles of International 
Cooperation towards Affordable and 
Sustainable AI Capacity-Building

Capacity-Building for Safety and Governance 
provides institutional safeguards for risk 
prevention and control to empower the SDGs. 
Addressing risks such as cyberattacks and data 
biases arising from AI requires establishing 
governance systems covering ethical norms and 
security standards. For instance, industry 
self-regulatory frameworks like the AI Safety
Commitments¹ ensure technological applica-
tions comply with regional regulations (SDG 16), 
while enhanced cybersecurity capabilities² (e.g., 
preventing misuse of deepfake technology) 
directly protect critical social infrastructure 
security (SDG 9).

International cooperation on AI capacity-build-
ing can help developing countries enhance their 
technological capabilities, narrow the digital 
divide, and unlock AI’s potential to drive 
economic growth, improve public services, and 
address global challenges. However, to ensure 
the long-term benefits and systemic outcomes 
of capacity-building and guarantee that cooper-
ation truly benefits developing countries, it is 
essential to prevent cooperation mechanisms 
from becoming new development burdens. 
Given the constraints of limited financial, tech-
nological, and human resources, there is an 
urgent need to explore more affordable, sustain-
able, and innovative cooperation models. By 
fostering multi-stakeholder collaboration, enco-
uraging participation from both public and 
private sectors, and combining South-South and 
North-South cooperation, an open and shared 
cooperation ecosystem can be established. This 
will contribute to the inclusive application of AI 
technologies and support developing countries 
in achieving equitable and sustainable develop-
ment goals amid global digital transformation.

To truly benefit developing countries, the 
following principles should be adhered to in 
strengthening international cooperation on AI 
capacity-building: First, upholding sovereignty, 
ensuring that cooperation respects national 
sovereignty and data sovereignty of all coun-
tries. Second, prioritizing local adaptation, 
focusing on localization and demand-driven 
approaches that fully consider each country’s 
actual conditions and development needs, 
promoting practical cooperation to ensure tech-
nologies and solutions can take root locally. 
Third, adopting a step-by-step approach, priori-
tizing digital infrastructure development based 
on the existing conditions in developing coun-
tries, laying a solid digital foundation before 
gradually transitioning to intelligent systems, 
avoiding undue haste. Fourth, emphasizing 
development-governance balance, by valuing 
both technological innovation and development 
capabilities while strengthening safety gover-
nance to ensure technologies unleash their 
potential within secure and controllable param-
eters. Fifth, fostering innovation cultivation, 
encouraging developing countries to nurture 
local talent, strengthen domestic technology 
ecosystems, and build independent innovation 
capacities. By establishing technology transfer 
systems tailored to each country’s development 
stage, cooperation outcomes can be effectively 
translated into endogenous drivers of economic 
and social progress, helping build long-term, 
sustainable development capabilities.

1 China Academy of Information and Communications Technology (CAICT), “Release of AI Safety Commitments to Promote Industry Self-Regulation” (December 2024), source: 
   http://finance.people.com.cn/n1/2024/1229/c1004-40391586.html
2 China Internet Network Information Center (CNNIC), Key Technologies and Applications for Deep Adversarial Defense Against AI Phishing Fraud, included in The Charm of Technology ‒ 2024 World Internet 
    Conference Leading Technology Award Achievements













biodiversity AI model, the program enhances 
the efficiency of snow leopard habitat moni-
toring and the visualization of bird migration 
data, lowers the threshold for citizen science 
participation, and provides high-quality obser-
vational databases for scientific research. Mean-
while, in collaboration with various organiza-
tions, Tencent has created an integrated tool-
chain combining “digital collaboration, cloud 
data management, and AI recognition”, offer-
ing standardized solutions for species identifi-
cation and conservation. The species AI model 
is capable of identifying 289 endangered 
species, with the recognition accuracy all 
above 73% and the accuracy of snow leopard 
identification above 95%.

3. AI Enhances Inclusive Education 
and Literacy (SDG4 Quality Education, 
SDG10 Reduced Inequalities)

Lenovo AI Science Museum Empowers Rural 
Students to Access Cutting-Edge Technolog-
ies³.
Lenovo has built an AI Science Museum in the 
Central Primary School of Heshi Town, Xiushui 
County, a former national-level poverty-stricken 
county in China. By showcasing application 
scenarios such as AI voice painting, AR 
metaverse, and AI sports, it provides new teach-
ing methods and tools for rural schools and 
enhances the teaching quality. The museum is 
open to the public for free and, through inviting 
guests, recruiting volunteers, and linking with 
international projects, it helps local children 
continuously access new knowledge and 
connect with a new world. The museum has 
successfully attracted more students and study 
groups from the surrounding Xiushui County, 
and it has welcomed over 6,000 visitors so far.











The “MinYiTong” System of People’s Daily Real-
izes Public Opinion Perception and Risk Early 
Warning¹.

The “MinYiTong” system of People’s Daily 
Online employs large model technology to focus 
on online public engagement and grassroots 
governance. It provides Party and government 
departments at all levels with services such as 
multi-source data aggregation and analysis, 
one-click processing of public messages, and 
real-time monitoring of social conditions and 
public opinion. “MinYiTong” uses intelligent 
methods to process public messages, automati-
cally screens out repetitive demands and accu-
rately forwards them for handling, reducing the 
transactional burden on grassroots cadres. The 
system breaks down data barriers between 
departments, enables cross-regional collabora-
tion to handle complex issues, simultaneously 
monitors public opinion hotspots 24 hours a 
day, and establishes a direct reporting mecha-
nism for emergency matters. Difficult problems 
can be directly escalated to the main officials for 
supervision with one click. This technical solu-
tion not only guarantees the efficiency of 
responding to public opinions but also strength-
ens the implementation of responsibilities 
through the full-process digital trace. It has been
first implemented in Hebei, Inner Mongolia and 
other regions, significantly improving the proces








